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I. PREFACE






MICROGRAVITY STUDIES OF ORGANIC AND POLYMERIC MATERIALS

Organic and polymeric materials processing is a new and, heretofore, understudied discipline
in the Microgravity Science and Applications Division of NASA. Part of the reason for this has
been the perception that most interesting polymers are too viscous for convective and Stokes flows
to be important within the critical timeframe of a processing event. Whereas this is probably true
for high molecular weight organic and polymer melts, it is false for solution polymerizations and a
variety of lower molecular weight organics, polymers, and composites. For example, although the
scaling behavior of commercial impact polyolefin copolymer phase coarsening is reportedly in
agreement with a diffusional mechanism for particle growth, the reported coarsening rate is orders
of magnitude faster than one would expect from coarsening by traditional diffusion.! Aside from
the viscosity issue, similar rationale which allows support of microgravity research in other
disciplines applies to these materials. Furthermore, the microgravity environment may be ideal for
the unraveling of particular fundamental issues of interest to the “organic and polymer contingent”
of the science community. Even though low thermal conductivity may be problematic for some
organic solidification processes, organo-metallics, some of which have very interesting optical
properties, may not exhibit low thermal conductivity.

Polymers have a number of properties which may be of interest for fundamental microgravity
study. Because of orientational constraints, polymers typically supercool before solidification.
Furthermore, solidification often accompanies polymerization. For these reasons, thermal profiles
of parent matrices can be quite interesting during traveling front polymerizations as observed by
Mathias. The reported rapid coarsening of copolymers is suggestive of unique processes occurring
in these materials. Coupling between polymerization and convection could significantly affect
copolymerization products yielding materials having properties which depend on gravity levels
during processing. In many cases involving competing reactants, mass transport to a reactive site is
the rate limiting step. A thermodynamically factored reactant may become less competitive with
other reactants as mass transport decreases and a depletion region of the favored reactant begins to
develop. In general, microgravity should reduce the selectivity of reactions and may be an
important tool in elucidating the effect of mass transport on reaction rate and products.

Other suggestions for using the microgravity environment include property measurements
such as measurement of tensile stress, a containerless process, for determination of elongational
viscosity of polymers, as suggested by Carruthers of Purdue. Accurate measurement of diffusion
coefficients, difficult in unit gravity because of the distorting effects of convection and complexity
of thermal profiles in polymers, is important to the polymer chemist.

In recent years there has been tremendous interest in the field of nonlinear optics (NLO).
Important applications such as optical switching, optical communications, and optical computing
all require devices containing materials that possess large nonlinear optical responses. At present,
however, NASA has had limited involvement in developing and supporting research in this field.
Knowledge suggesting the relevance of space-based research on such materials may increase
advocacy both within and outside NASA. Indeed, there are two major reasons why NLO research
could be of considerable importance to NASA. One is in optical communications, where NLO
devices may be used in laser communications satellites deployed in space. The other area is in
microgravity science where basic research into the mechanical and optical properties of organic and
polymeric NLO materials could benefit from removal of the gravitational force. There is also the
potential that microgravity studies of these materials could enable their properties to be significantly
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optimized. Eventually, microgravity processing of NLO materials may lead to devices with
superior properties to those currently produced on Earth.

One current area of laser technology has its roots in the early space experiment success
involving the growth of monodisperse latex. Sensitive, closely controlled polymerizations, in a
solid-liquid matrix often are adversely affected by particle collisions due to sedimentation and
stirring. Stirring, during ground-based polymerizations, is necessary in order to maintain
suspensions. However, agitation from stirring can cause violent particle-particle collisions
resulting in flocculation and coagulation. These phenomena are major obstacles during the seeded
emulsion polymerization of polystyrene latex microspheres. It was shown by Vanderhoff through
orbital flight experiments that populations of nearly monodisperse (less than 1% variation) large
latex microspheres (up to 30-um-size range) could be formed by low-gravity processing of
smaller-size seed latexes.2 The size distributions of the microspheres grown in microgravity were
sufficiently monodisperse and well characterized for acceptance by the National Institute of
Standards and Technology as 10-jim and 30-jum standard reference materials. Although this high
degree of monodispersity for smaller-sized latex spheres is currently achievable by Earth-based
processing, as sizes approach 100-pm diameter, required radius variation and degree of
monodispersity are most accessible by microgravity processing. The space-grown microspheres
are useful as practical calibration standards for electron microscopy and x-ray diffraction analysis.
They are also useful for testing the efficacy of separation techniques such as electrophoresis and
electro-osmosis.3 These early experiments were not aimed at exposing the underlying scientific
details of polymer microsphere formation in reduced gravity, but were more applied in their nature,
and guided primarily by empirical developments. Since those early developments, however,
proposed research in this area promises advancement in laser technology.

Spherical dye lasers depend on individual spherical resonant cavities up to S mm diameter,
with a maximum radius variation of 0.002%. Electromagnetic-wave resonance in these cavities is
analagous to whispering-gallery acoustics. Additionally, 40-60-pm diameter, relatively
monodisperse, dye-in-solution liquid droplets have shown whispering-gallery-mode resonances.
The frequency at which the lasing action of these spheres takes place is highly dependent on their
radii.4 The geometry of the spherical laser eliminates the need for the traditional external optical
cavity. The laser beam is contained in the sphere and amplified by total internal reflections at the
boundary of the sphere.5 Ground-based feasibility studies on dye-in-polymer matrix spheres
demonstrate that dyes that exhibit lasing action can be incorporated into the spheres by diffusion,
entrapment during polymerization, or by covalent bonding. These types of lasers could find
application in optical computing, point light sources for use in holography and spectroscopy, or
laser gyroscopes.

Polymer thin films with fewer defects and more uniform thickness, which would provide
superior optical devices, might be prepared by electrochemical polymerization in microgravity due
to the elimination of solutal convection. This is indicated by the work of Owen® and Riley et al.”
who used the laser shadowgraph/schlieren technique to observe the concentration gradients in a 1
molar CoSOy4 cell during electrodeposition experiments on a KC-135 aircraft in parabolic flight. At
identical times into the electrodeposition experiments, comparisons were made of the ground-based
and 10-2 g processes. Shadowgraphs showed the absence of “plumes” at the electrode surface in
low gravity. The feasibility of using electrochemical polymerization to prepare third-order
nonlinear optical (NLO) polymer thin films for use in devices was demonstrated by Dorsinville et
al.8 These researchers used this process to prepare films of polythiophene and a homologous series
of thiophene-based polymers that had x(3) values that are among the largest and fastest for
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polymers. The maximum measured value for the series was 11x109 esu at 532 nm which is
comparable to measured values obtained for polydiacetylenes.?

Organic thin films of phthalocyanines prepared by vapor deposition processes are excellent
candidates for the development of nonlinear optical devices because these materials have two-
dimensional planar T-conjugated system and excellent stability against heat, chemicals, and photo-
irradiation. Ho et al.10 grew thin films of chloro-gallium (GaPc-Cl) and fluoro-aluminum (AlPc-F)
phthalocyanines by vapor deposition onto fused silica optical flats at 150 °C and 10-6 Torr. The
thickness of the GaPc-Cl and AIPc-F were 1.2 and 0.8 microns and the values for x(3) were
5x 10-11 and 2.5 x 10-!! esu, respectively.

The research of Debe et al.11-13 indicates that better quality thin films for use in NLO devices
might be obtained by closed cell physical vapor transport (PVT) in microgravity. In the PVT
process, the source material is sublimed in an inert gas and allowed to convect or diffuse down a
thermal gradient and to ultimately condense at a crystal or thin film growth interface.!! The
advantage of thin film growth in microgravity is that it provides the opportunity to eliminate
buoyancy-driven convection. Debe reported the results of experiments in which copper
phthalocyanine (CuPc) were epitaxially deposited onto highly oriented seed films of metal free
phthalocyanine (HzPc) contained on a 1.4 cm diameter solid copper disc. Analysis involving the
use of external reflection-absorption infrared (IR) spectroscopy, grazing incidence x-ray
diffraction, and visible near IR reflection-absorption spectroscopy reveal that the microgravity-
grown films are more highly uniaxially oriented than Earth-grown films, and consisted
prominently of crystalline domains of a previously unknown polymorphic form of CuPc.12 In
addition, scanning electron microscopy analysis revealed that there was a distinctly different
microstructure in the center of the space-grown films and that the circular perimeters of the
microgravity-grown films had a microstructure much like that of the ground-control films.13

Polymeric materials show great potential for NLO applications because they offer unique
flexibility in terms of their chemical, mechanical, and optical properties. One particularly interesting
class of compounds is polydiacetylenes, which are both crystalline and polymeric.14 Because of
their highly conjugated electronic structures, polydiacetylenes are among the best nonlinear optical
materials known. They also have the advantage of being readily formed as thin films, which is
very useful for device fabrication. The optical quality (hence, performance in a device) of a
polydiacetylene depends critically on the crystal quality and orientation of the monomer film from
which it is obtained. Like the phthalocyanines, polydiacetylenes could benefit from microgravity
deposition by physical vapor transport.

Solution crystal growth has been performed repeatedly in microgravity, particularly within
the protein crystal growth program. Many organics, also good NLO materials, are amenable to
solution growth and are ideal candidates for studies of the kinetics and fluid dynamics of solution
growth processes. Knowledge of such processes can lead to significant improvement in crystals
grown in space or on Earth. A ground-based investigation involving several tasks has been
undertaken to grow bulk single crystals of important materials, such as, L-arginine phosphate
(LAP) and several diacetylenes. This study will allow an assessment of the coupled effect of
gravity-driven convective flows, supersaturation, and temperature on growth kinetics. An
investigation is underway on solution growth of polydiacetylene thin films. Preliminary
experiments indicate potential for producing thin films that could possess the required optical
quality for NLO devices. There is certainly evidence that microgravity could play a role in this



case. It has been demonstrated that in some cases microgravity has an effect on solution growth of
macromolecular crystals, e.g., protein crystals, as well as on solution polymerization processes.

Organics have many features that make them desirable for use in optoelectronic devices such
as high second and third order nonlinearities, flexibility of molecular design, and high damage
resistance to optical radiation. However, their use in devices has been hindered by the fragility of
organic single crystals which makes processing difficult. Azor et al.13 improved the strength of
organics by growing thin film composites of aligned crystals of m-nitroaniline (mNA) in
poly(methyl methacrylate) (PMMA). The growth method was based on the temperature-gradient
zone-melting (TGZM) method.16:17 The apparatus consisted of two aluminum blocks separated by
a 1 mm thermally insulating layer. One block was heated and the other cooled to create a sharp
gradient. Meta-nitroaniline (mNA) crystals were aligned in the PMMA host by drawing the sample
holder, which consisted of thin films of PMMA/mNA between two glass slides, slowly across the
blocks at a predetermined rate. Bulk composites of aligned NLO organic crystals in low molecular
weight transparent polymers having improved mechanical strength and fewer defects might be
prepared by growing these composite materials in microgravity using a Bridgman apparatus.

Finally, fundamental studies ranging from determination of morphologies of particles of
single polymer molecules, their interplay in amorphous and semicrystalline bulk polymers, and the
effect of nonuniform stress distribution on extrusion of long structural components of a
crystallizable polymer could benefit from studies in a microgravity environment. Normally,
individual molecules feel little effect due to gravity. However, assuming a 10% density difference
with the solvent, stratification begins to occur for particles or aggregates of molecular weight 108
amu or more in the absence of convection. Aggregates of this size are common in polymer
processes and separations. In fact, a single polymer molecule can have a weight on this order.
Microgravity, therefore, may be useful to reduce stratification in these processes to investigate both
stratification effects and phenomena that are obscured by stratification. In fact, a low acceleration
centrifuge on orbit could provide information on the effects of stratification at intermediate
acceleration levels. Further, polymerization often results in the formation of a polymer which is
insoluble in the reactant solution. This greatly hampers the possibilities of producing a polymer of
high molecular weight. The near convectionless conditions in microgravity might allow the
processing and study of such polymerizations since aggregation in this environment should be
much slower.

This document is a collection of ideas and research relevant to microgravity processing of
organic and polymeric materials by a cross section of scientists in the discipline. Contributions
include an extended abstract by the authors and a transcription of their presentations to the Organic
and Polymeric Materials Workshop convened in Huntsville, Alabama, on April 27, 1993.

Although Drs. Seth Marder and Joe Perry were involved in the initial planning of the
workshop, they were unable to attend. However, they presented a seminar in Huntsville at the
Marshall Space Flight Center within 2 weeks following the workshop. Thus, the format of their
input deviates from the format of the other workshop contributors.
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ORDERED ORGANIC THIN FILMS SELF-ASSEMBLED FROM THE VAPOR
PHASE

Extended Abstract

M. K. Debe
Science Research Laboratory, 3M Company
201-2N-19, 3M Center
St. Paul, MN 55144

The physical and chemical properties of organic and polymeric thin films are quite possibly
more dependent on a film’s physical structure characteristics than bulk properties are on bulk
structure. As with bulk properties, the dimensional scales over which variations in physical
structure can be important span the range of Angstroms to tens of microns. However, the variety
of microstructural forms obtainable in thin films exceeds those in bulk materials, and are very
dependent on the processing methods and conditions. An obvious characteristic of a two-
dimensional film is the extent to which its basic structural units are uniaxially ordered with respect
to the film plane.

Organic films self-assembled from a liquid phase, as in Langmuir-Blodgett or adsorption
from solution, have received much attention in the past decade as techniques to achieve highly
oriented-ordered polymeric thin films. Many organic compounds including some of the same fatty
acids, have been vapor deposited as well. However, organic pigments and dyes comprise a major
class of important materials which have very low solubilities yet excellent thermal stabilities,
making them ideally suited for film deposition from the vapor phase. Surprisingly, such molecular
systems exhibit a significant propensity to self order, a high sensitivity to deposition parameters,
and a range of microstructural forms that cannot be duplicated by the less energetic mechanisms
associated with solution adsorption processes.

Molecular solids such as heterocyclic polynuclear aromatics are excellent candidates for film
formation by vacuum deposition means. Over the past decade, our work and that of others
investigating a wide variety of perylene and phthalocyanine derivatives have identified five
deposition parameters that can significantly affect film morphology, physical microstructure, and
type and extent of ordering developed in vacuum and vapor transport grown films. These
parameters are substrate temperature, deposition rate, substrate chemistry and epitaxy, ambient gas
convective flows, and post deposition annealing. In this presentation we present examples of how
each of these conditions manifest themselves in the film structure and ordering, most frequently
revealed by scanning electron microscopy, reflection absorption infrared spectroscopy (RAIR),
and grazing incidence x-ray diffraction (GIX).!

As a first example, vapor deposited para-chlorophenylurea films as thick as one micron show
GIX diffraction patterns indicative of the longest range ordering we have seen.2 Films deposited
on glass substrates display eight strong diffraction (001) orders (figure 1). RAIR spectra imply the
degree of order varies with film thickness, maximizing at 300 A with as much as 90% of the
molecules oriented with the ¢* axis of the unit cell perpendicular to the substrate.

By far, most of the data on sensitivity of self ordering to deposition conditions has been
acquired with perylene and phthalocyanine derived compounds. Considering substrate temperature
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Figure 1.

effects first, two materials, phenethyl and 3,5,xylyl dicarboximide perylenes (RED), show a wide
range of film morphologies over a relatively narrow substrate temperature range.34 In addition, a
critical temperature is indicated by variation of various optical properties. The existence of a critical
substrate temperature is even more dramatically revealed in vacuum deposited films of metal free
(HoPc).5 Within a narrow few °C range about a substrate temperature of T¢ = 5 °C, both of these
molecules form smooth, highly (95%) uniaxially ordered films characterized by a molecular
packing b-axis oriented 26.5° from the surface normal direction.

The effect of deposition rate on film ordering is clearly illustrated by the behavior of vanadyl
phthalocyanine (VOPc). Both GIX and visible absorption spectra show a discontinuity in ordered
film growth at a deposition rate between 1.7 and 2.4 pm/cm2-min. Even more striking is the
combined effect of substrate temperature and rate on “reversing” the packing arrangement of CuPc
and HpPc systems. At 70 °Cand rates ~500 A/min, the b-axis is oriented parallel to the substrate
instead of nearly normal to it as noted above occurs at Tsyp = T..6 The oppositely oriented films
display significantly distinct optical constant spectra as revealed by variable angle spectroscopic
ellipsometry.7-8
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Substrate chemistry and epitaxial control of the ordering in subsequently deposited films has
also been shown. The first few molecular layers of a perylene dicarboximide deposited on an oxide
surface are highly oriented with the molecular planes perpendicular to the surface,? due presumably
to hydrogen bonding between the RED molecules’ carbonyls and surface oxide hydroxyls. The
ordering decays as the film thickness increases. Even more interesting is the use of a first ordered
seed layer of HoPc (deposited at T¢) to isoepitaxially control the orientation of a CuPc layer. The
seed layer will force the CuPc to molecules to stack at the same temperature in a direction
orthogonal to their usual direction when deposited on a noncrystalline substrate.6

An important part of any model attempting to understand these effects is that of high surface
mobility of the top layer of adsorbed molecules during film deposition. This derives from weak
molecule-molecule interactions characteristic of van der Waals solids, which also encourages a
diversity of crystalline polymorphs with closely related packing structures and energies. Perhaps
the most amazing evidence of high surface mobility is the unique film structure formed when a thin
(~1000 A) film of the RED perylene derivative, deposited at room temperature, is annealed in
vacuum at temperatures over ~200 °C. An initially smooth film converts in minutes by growth
about screw dislocations, to a dense array of discrete single crystalline whiskers oriented
perpendicular to the surface, each uniform in size and shape, ~1 y tall and ~500 A in cross section.

The preceding examples of how deposition parameters influence the self-ordering of organic
molecules have all been done in sufficient vacuum that no gas phase collisions occurred. Physical
vapor transport (PVT) of RED and CuPc through low pressure (0.1-10 Torr) inert buffer gases has
also been studied, both in the laboratory at 1 g and in the microgravity environment of the Space
Shuttle Orbiter aboard flights STS—20 and STS-51.10-12 The complex process of film growth now
includes not only the direct effects of the ambient phase impinging directly on the film growth
interface, but also the transport phenomena of diffusion and convection. The experiments show
clearly that the type of “inert” buffer gas and pressure affect the film structure, and, in fact, a new
polymorphic crystal form (the ninth known) of CuPc (M-CuPc) was discovered to result by PVT.
More interesting, however, detailed comparison of the pg and unit-g results shows significant
differences in film physical structure spanning seven orders of magnitude range of scale. CuPc
films grown by PVT in the absence of buoyancy-driven convection are denser and smoother on a
1-10 um scale. They show a higher fraction of molecules uniaxially oriented in a common direction
and replicate the orientation of a seed film better than 1 g grown films. The pg-grown films consist
primarily of the new M-CuPc polymorph, whereas the 1 g films are mixed.

In conclusion, organic molecules deposited from the vapor phase can form highly ordered
thin films exhibiting a diversity of physical micro- and nano-structures having high sensitivity to
deposition conditions (figure 2). These small scale physical structures strongly determine the film
macroscopic properties. The not so subtle and surprising effects of buoyancy-driven convection on
the physical structure of PVT deposited films, occurring even at the molecular packing level, is not
understood.
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NUMERICAL MODELING OF PHYSICAL VAPOR TRANSPORT UNDER
MICROGRAVITY CONDITIONS: EFFECT OF THERMAL CREEP AND STRESS

Daniel W. Mackowski and Roy W. Knight
Department of Mechanical Engineering
Auburn University, AL 36849

One of the most promising applications of microgravity (|1g) environments is the manufacture
of exotic and high-quality crystals in closed cylindrical ampoules using physical vapor transport
(PVT) processes. The quality enhancements are believed to be due to the absence of buoyant con-
vection in the weightless environment—resulting in diffusion-limited transport of the vapor. In a
typical experiment, solid-phase sample material is initially contained at one end of the ampoule.
The sample is made to sublime into the vapor phase and deposit onto the opposite end by maintain-
ing the source at an elevated temperature with respect to the deposit.

Identification of the physical factors governing both the rates and uniformity of crystal
growth, and the optimization of the ug technology, will require an accurate modeling of the vapor
transport within the ampoule. Previous pg modeling efforts have approached the problem from a
“classical” convective/diffusion formulation, in which convection is driven by the action of
buoyancy on thermal and solutal density differences.1-3 The general conclusion of these works
have been that in low gravity environments the effect of buoyancy on vapor transport is negligible,
and vapor transport occurs in a diffusion-limited mode. However, it has been recently recognized
than in the non-isothermal (and often low total pressure) conditions encountered in ampoules, the
commonly-assumed no-slip boundary condition to the differential equations governing fluid
motion can be grossly unrepresentative of the actual situation.#> Specifically, the temperature
gradients can give rise to thermal creep flows at the ampoule side walls. In addition, temperature
gradients in the vapor itself can, through the action of thermal stress, lead to bulk fluid convec-
tion.

Thermal creep is the slip-flow of gas over a surface induced by a temperature gradient in the
gas tangential to the surface. The phenomenon can be explained from simple kinetic theory argu-
ments.® The velocities of molecules striking the surface will be higher for molecules originating
from the hotter regions of the gas than those originating from the cooler regions. The reflection of
the molecules from the surface, on the other hand, will be diffuse (i.e., independent of direction)
for practically all surface materials. As a consequence, there will be a net tangential momentum
transfer to the surface from the molecules. To compensate for the uneven momentum transfer, the
surface “pushes” against the gas, creating a slip flow over the surface directed toward the hotter
gas. From the viewpoint of a continuum flow regime, the creep velocity can be phenomeno-
logically related to the tangential temperature gradient of the wall by6.7

; (H

where c; is the coefficient of thermal slip (=1.1 for diffusely-reflecting surfaces’), and v is the
kinematic viscosity of the gas. It should be emphasized that thermal creep, unlike the often-
associated phenomena of temperature-jump and viscous-slip, is a continuum-flow phenomenon;
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that is, it is not confined only to rarefied flow regimes or to length scales on the order of the mean-
free-path of the gas molecules.

Thermal creep is well known to aerosol scientists as the driving force behind the small
particle transport mechanisms of thermophoresis and photophoresis.”-8 When length scales larger
than the few pm associated with aerosol particles are considered, thermal creep has been justifiably
neglected in comparison to the buoyancy-induced flow in analyses of heat and mass transfer.
Indeed, Equation (1) indicates that the creep velocity does “creep” along—in that a considerable
temperature gradient is required to set up a moderate velocity under standard temperature and
pressure conditions (e.g., ~103 K/em for Vrc ~ 1 c/s in air).

However, in pg crystal growth processes a small convective flow could still have an
appreciable effect on growth rates. From an order-of-magnitude analysis, the characteristic flow
velocity arising from thermal creep in a closed ampoule will be#3

Vre ~ 455, )
where L is the length of the ampoule, T is the average temperature, and AT is the temperature
difference across the end faces. Rosner? reported that the temperature gradients and low pressures
associated with copper phthalocyanine PVT experiments are sufficient to lead to creep-induced
bulk flows on the order of centimeters per second—which is on the same order as the diffusion
velocity of the vapor. His conclusions were supported by an analysis of combined thermal creep
and free convection in the limit of vanishing gravity by Vedha-Nayagam and Mackowski.?

In a closed ampoule thermal creep would produce a recirculating flow, with vapor “pumped”
along the side walls toward the source (hot) end, and returning to the crystal (cold) end along the
center. In this sense, the phenomenon would be analogous to flows at gas-liquid interfaces
produced by surface-tension gradients. As is the case with buoyancy-induced convection, the
creep-induced convection would act to increase the mass transfer rate from the source to the
crystal. In addition, the recirculating flow would result in radial concentration gradients at the
crystal surface, and could thus lead to non-uniformity in the crystal growth rates—which would be
analogous to the effects arising from carrier gas recirculation.

An accurate modeling of vapor transport in the ampoule would require inclusion of the
thermal creep effects in the boundary conditions of the differential equations for fluid motion. The
modeling would also require a consistent level of accuracy in the formulation of the constituitive
laws governing mass, momentum, and energy transfer. Here again, temperature gradients could
play an important role in the transport of vapor species.

Under the high AT and low P conditions of certain ampoules, the accuracy of the fluid stress
constituitive laws employed in the Navier-Stokes equations will require reexamination.
Specifically, temperature gradients can result in a thermal stress in the gas and lead to a bulk
convective motion. Thermal stress is a feature of the Burnett contributions to the stress tensor,
which constitute the second-order approximation to the Boltzmann equation at small Knudsen
number. 10 The total stress tensor appearing in the fluid momentum equation would be the sum of
the thermal stress tensor and the familiar Newton-Stokes fluid stress-fluid deformation tensor. In a
manner qualitatively similar to natural convection, thermal stress would result in a coupling of the
momentum and energy equations.
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In most “normal” flow situation (such as natural or forced convection), the contribution of
thermal stress to the stress tensor is quite negligible compared to stress arising from fluid
deformation. However, it has been shown by Kogan!! and Napolitano et al.” that in slow-moving,
non-isothermal flows in the continuum regime (Kn~0), thermal stress can have a significant effect
on the overall motion of the fluid. From an order-of-magnitude analysis, the convective velocity
arising from thermal stress will be on the order of3

v(ATY
Vrc ~ L( T ] - (3)
Although the thermal stress velocity is expected to be smaller than the thermal creep velocity for
most g PVT experiments, it can still be of sufficient magnitude to warrant the inclusion of thermal
stress in the fluid momentum equations. Estimation of the effects of thermal stress upon the flow
field within an ampoule is not as straightforward as is the case for thermal creep. However,
numerical predictions of gas motion in closed, non-uniformly heated containers!! suggest that
thermal stress would produce a recirculating flow in a direction opposite to that produced by
thermal creep—that is, flow would be driven from the hot to cold ends along the side walls, and
return along the axis. The flow field within an ampoule under the combined effects of thermal
creep and stress could thus be quite complicated.

It is not surprising that thermal creep and stress have not been considered, or even
recognized, in detailed modeling of PVT in jig environments. Previous modeling efforts have been
built upon the governing equations and boundary conditions applicable to “normal,” Earth-bound
conditions—for which thermal creep and stress are truly higher-order effects. Under buoyancy-
free conditions, however, both of these effects could contribute significantly to the vapor transport
process. Considering that the ostensible purpose of the lLg environment in PVT is to obtain
diffusion-limited transport, it is important that all sources of convection be represented in numerical
modeling schemes.

To address the above issues, we are initiating a numerical investigation of vapor transport in
cylindrical ampoules under g, non-isothermal conditions. The goal of the research is to identify
the effects of thermal creep and stress on the rates and uniformity of vapor transport. The
investigation will adopt the steady-state, two-dimensional, binary PVT system that has been
extensively investigated by Rosenberger and his co-workers1-3 The model parameters used in the
computation will be chosen to be representative of realistic substances and conditions encountered
in ongoing experiments. In particular, calculations will be performed using sample/carrier systems
of both comparable and highly disparate molecular weights, total pressures from a few torr to
atmospheric, and A7/T values from 0.01 up to unity. Although the focus of the research is on pug
environments, the effect of creep and stress on buoyancy-driven convection under normal gravity
will also be examined. Due to the inclusion of thermal stress into the momentum equation,
numerical solution of the equations cannot rely on Navier-Stokes based codes used in previous
PVT diffusive-convective modeling.!-3 Rather, the system of governing equations will be solved
by adapting a finite difference method of the type used for simulating flows of variable density
Newtonian fluids. Existing methods of this type include the explicit-implicit predictor-corrector
algorithm of MacCormack.12 The appearance of the thermal stress term in the stress tensor could
result in a strong link between the momentum equations and energy equation, analogous to the
linking seen in buoyancy-driven free-convection problems. This linking could result in a need for
modification of the existing stability requirements for the chosen numerical method.
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The numerical calculations will be designed to determine the relevant parameters (temperature

differences, total pressures, ampoule aspect ratios, gravity levels, etc.) at which thermal creep
and/or stress become of sufficient magnitude to compete with Fickian diffusion and buoyant
convection vapor transport. For conditions where the thermal mechanisms are found to be
significant, the resulting effects on overall mass transfer and mass flux uniformity at the deposit
will be delineated. In addition, the feasibility of reducing creep-induced convective flows through
manipulation of the side wall temperature will be investigated.

10.
11.

12.

References

Greenwell, D.W., B.L. Markham, and F. Rosenberger: Numerical Modeling of Diffusive
Physical Vapor Transport in Cylindrical Ampoules, J. Crystal Growth, vol. 51, 1981, p.
413.

Markahm, B.L., D. W. Greenwell, and F. Rosenberger: Numerical Modeling of Diffusive-
Convective Physical Vapor Transport in Cylindrical Ampoules, J. Crystal Growth, vol. 51,
1981, p. 426.

Nadarajah, A., F. Rosenberger, and J.i.d. Alexander: Effects of Buoyancy-Driven Flow and
Thermal Boundary Conditions on Physical Vapor Transport, J. Crystal Growth, vol. 118,
1992, p. 49.

Rosner, D.E.: Side Wall Gas “Creep” and “Thermal Stress Convection” in Microgravity
Experiments on Film Growth by Vapor Transport, Physics of Fluids, vol. A1, 1989, p.
1871.

Napolitano, L.G., A. Viviani, and R. Savino: Fluid Dynamic Modeling of Crystal Growth
from Vapour, Acta Astronautica, vol. 28, 1992, p. 197.

Kennard, E.H.: Kinetic Theory of Gases, McGraw-Hill, New York, 1938, p. 327.

Talbot, L., R.K. Cheng, R.W. Schefer, and D.R. Willis: Thermophoresis of Particles in a
Heated Boundary Layer, J. Fluid Mech., vol. 101, 1980, p. 737.

Mackowski, D.W.: Phoretic Behavior of Asymmetrical Particles in Thermal Non Equilibrium
with the Gas: Two-Sphere Aggregates, J. Colloid Interface Sci., vol. 140, 1990, p. 138.
Vedha-Nayagam, M., and D.W. Mackowski: Effect of Thermal Creep on Buoyancy-Induced
Flow in Low Gravity: AIAA J. Thermophysics and Heat Transfer, vol. 6, 1992, p. 753.
Kogan, M.N.: Rarefied Gas Dynamics, Plenum Press, New York, 1969, Ch. 3.

Kogan, M.N.: Molecular Gas Dynamics, in Annual Review of Fluid Mechanics, M. Van
Dyke and W.G. Vincenti, Eds., Annual Review, Palo Alto, vol. 5, 1973, p. 383.
MacCormack, R.W.: A Numerical Method for Solving the Equations of Viscous Flow,
AIAA ], vol. 20, 1982, p. 1275.

20



N94-24541

ELECTRIC FIELD-MEDIATED PROCESSING OF POLYMER BLEND SOLUTIONS

Extended Abstract

G. E. Wnek and S. Krause
Department of Chemistry
Polymer Science and Engineering Program, Rensselaer Polytechnic Institute
Troy, NY 12180-3590

Multiphase polymer blends in which the minor phases are oriented in a desired direction may
demonstrate unique optical, electrical and mechanical properties. While morphology development
in shear fields has been studied extensively, little work has focused on effects of electric fields on
phase structure. We have explored the use of electric fields for blend morphology modulation with
particular attention given to solventcasting of blends in d.c. fields. Both homopolymer blends
(average phase sizes of several microns) and diblock copolymer/homopolymer blends (average
phase sizes of hundreds of Angstroms) have been investigated. Summarized here are important
observations and conclusions.

Much of our work has focused on the system poly(ethylene oxide)/poly(styrene) or PEO/PS.
The ability of PEO to dissolve salts is attractive because it offers the opportunity to modify the
dielectric constant of the that phase relative to that of the matrix, although no salt was added to the
PEO in the experiments described here. PEO/PS films (10 wt% PEQO) were cast from
cyclohexanone between evaporated metal film electrodes on glass (spacing ca. 2 mm) in applied
fields ranging from 3 to 12 kV/cm. The polymer films exhibited several unique morphological
arrangements depending upon the molecular weights of the blend components and the applied field
strength.!:2 For example, blends of PS with PEO of 10,000 g/mol showed a pearl-chain
morphology (figure 1) when cast at 10 kV/cm where spherical PEO phases (~5-10 um diameter) in
a PS matrix were assembled into chains which were oriented in the direction of the applied electric
field. At the same field and composition, blends with higher molecular weight PEO (100,000
g/mol) showed deformation of the PEO phases into columnar structures which were oriented in the
field direction. Observation of the solutions containing the lower MW PEO under an optical
microscope revealed that during solvent evaporation in an electric field, spherical PEO phases
initially elongated and then broke up to form smaller spherical phases. Subsequently, these smaller
spherical phases formed chains.3 It may be that the elongated PEO domains break up due to a
Rayleigh instability which becomes more important as the interfacial tension increases as solvent
evaporates. We believe that the columnar structures observed with the higher MW PEO blends
could be the result of kinetic stabilization of the columns toward breakup due to the higher
viscosity of the PEO phases.

Similar morphologies, but with smaller phase sizes (~1-3 pm), were observed with samples
containing up to about 2 wt% of a PEO-b-PS diblock copolymer.3 Here the PEO MW was about
10,000 g/mol. However, samples containing about 5 wt% diblock copolymer exhibited elongated,
column-like structures which were observed with their long axes in the field direction. We suggest
that the diblock copolymer lowers the interfacial tension and keeps it low even as solvent
evaporates. A composition of ca. 5 wt% diblock thus stabilizes the elongated PEO phases which
would otherwise break up as the solvent evaporated.

21



In a different set of experiments, solution-cast films of binary blends of PS and PS-b-PEO
produced microphase-separated spherical domains (~300 A). Depending upon the applied field
strength, these domains were observed to cluster (ca. 2 kV/cm), form islands elongated in the field
direction (ca. 4 kV/cm) and finally form cylinders (8 kV/cm) in the field direction (figure 2). It is
suggested that this apparent sphere-to-cylinder transition is driven by an increase in the local
concentration of diblock copolymer caused by aggregation in the electric field.4

We note that several other polymer pairs exhibit interesting and novel morphologies when
cast in an electric field.5 These include poly(methyl-methacrylate)/PS, poly(vinyl acetate)/PS, and
poly(otoluidine)/PS. In the case of poly(butadiene)/PS, where the dielectric constants are quite
similar, no morphology differences were observed between samples cast in the presence and
absence of an electric field. We are presently preparing polymers of relatively high dielectric
constants (> ca. 8-10) to allow morphology manipultion in blends at significantly lower applied
fields. The magnitudes of interfacial tensions are also important in determining the extent of phase
shape modulation, and interfacial tensions are now being measured in our laboratory. We are
working on the development of ion-containing, multiphase polymer systems® which are of
emerging interest as transducers and “smart” polymers and where homogeneous dispersions of a
minor phase in a matrix are very important. Microgravity may be useful in avoiding the formation
of spatially heterogeneous blends which result from settling of the denser polymer phase. In
addition, microgravity may prove to be important in delineating key issues of polymer phase
separation which might be masked in normal gravity.

We thank NSF and DARPA, through a grant monitored by ONR, for support of this work.
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Figure 1. (a) PEO/PS blend cast from cyclohexanone in the absence of a field. (b) similar blend
cast in a field of 3 kV/cm. Arrow indicates field direction.

Figure 2. (a) PEO-PS diblock/PS homopolymer blend cast from 85% toluene, 10% THF, 5%
methanol mixture in the absence of an electric field. A similar blend cast at 8 kV/cm. Arrow
indicates field direction.
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Extended Abstract
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1. Introduction

There is considerable current interest in the application of organic and polymeric materials
for electronic and photonic devices (Prasad and Williams, 1991). The rapid, non-linear optical
(NLO) response of these materials makes them attractive candidates for waveguides,
interferometers, and frequency doublers. In order to realize the full potential of these systems, it is
necessary to develop processing schemes which can fabricate these molecules into ordered
arrangements. There is enormous potential for introducing well-defined, local variations in
microstructure to control the photonic properties of organic materials by rational “defect
engineering.” This effort may eventually become as technologically important as the manipulation
of the electronic structure of solid-state silicon based devices is at present.

The success of this endeavor will require complimentary efforts in the synthesis,
processing, and characterization of new materials. Detailed information about local microstructure
will be necessary to understand the influence of symmetry breaking of the solid phases near point,
line, and planar defects. In metallic and inorganic polycrystalline materials, defects play an
important role in modifying macroscopic properties. To understand the influence of particular
defects on the properties of materials, it has proven useful to isolate the defect by creating
bicrystals between two-component single crystals. In this way the geometry of a grain boundary
defect and its effect on macroscopic properties can be determined unambiguously. For example,
the discovery of superconductivity at high temperatures in copper oxides has renewed interest in
the effect of grain boundaries on transport behavior. Figure 1 shows a plot of the critical current Jc
for a superconductive bicrystal of a 1-2-3 YBa;Cu307 copper oxide compound as a function of the
tilt or twist misorientation angle between the crystals (Dimos et a., 1990). Note that the value of the
critical current drops markedly as the angle of misorientation between the crystals increases.

In crystalline polymers it would be valuable to establish a similar depth of understanding
about the relationship between defect structure and macroscopic properties. Conventionally
processed crystalline polymers have small crystallites (10-20 nm), which implies a large defect
density in the solid state. Although this means that defects may play an important or even dominant
role in crystalline or liquid crystalline polymer systems, it also makes it difficult to isolate the effect
of a particular boundary on a macroscopically observed property. However, the development of
solid-state and thin-film polymerization mechanisms have facilitated the synthesis of highly
organized and ordered polymers. These systems provide a unique opportunity to isolate and
investigate in detail the structure of covalently bonded solids near defects and the effect of these
defects on the properties of the material. The study of defects in solid polymers has been the
subject of a recent review (Martin, 1993).
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Figure 1. Critical current Jc as a function of misorientation angle between grain in bicrystals of the
high temperature superconductor YBazCu307 (Dimos et al., 1990). There is a dramatic drop in Jc
as the amount of tilt or twist between the crystals increases.

A limitation with defect studies in polymers has been the difficulty in studying polymer
microstructures at the high resolution normally acheived in inorganic materials systems (0.2-
1.0 nm) However, the careful application of low dose procedures has made High Resolution
Electron Microscopy (HREM) feasible for certain polymers (Martin and Thomas, 1987). These
efforts are most successful when applied to electron beam resistant polymers which usually have
highly conjugated or aromatic backbones. HREM studies have now made it possible to directly
image defects such as dislocations and grain boundaries in polymer solids. Other studies include
the local nature of deformation in rigid-rod polymers (Martin and Thomas, 1989), as well as the
evolution of solid-state crystallization in thin films of poly(imides) (Martin et al., 1990).

In the following section (2) we briefly review the current understanding of the role of grain
boundaries in determining the properties of solid polymers. Then, we discuss in section 3
important aspects of poly(diacetylenes) (PDAs), polymers which can be polymerized in the solid-
state from crystals of the precursor monomer. PDAs can also be prepared in thin films using
Langmuir-Blodgett techniques. In section 4 we discuss our experiments which consist of
examining structure-property relationships in PDA thin films and crystals. We describe procedures
for growing crystals of diacetylene monomers, joining these together to make a grain boundary,
and then polymerizing through the grain boundary. With this approach it is possible to prepare
“polymer bicrystals.” We then describe the experimental protocol for measuring the
photoconductive response of these bicrystals. We also outline experiments for structural
characterization involving x-ray scattering and Transmission Electron Microscopy (TEM). In
section 5 we present an analysis which illustrates how our studies will provide fresh insight about
the details of grain boundary structure in these materials. In particular, we develop a theoretical
model which predicts that measuring physical properties as a function of misorientation angle
between the crystals should give information about the dislocation structure of the grain boundary.
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2. Grain Boundaries in Polymers

Although the study of grain boundary structure and properties is well established in
atomistic solids, a similar sophistication of understanding has yet to be realized for solid
macromolecules. Recently, a geometrical scheme for categorizing grain boundaries in polymer
solids in terms of the orientation of the molecules and the orientation of the grain boundary was
presented (Martin and Thomas, 1990). This work was inspired by HREM studies of the rigid-rod
polymers poly(paraphenylene benzobisthiazole) PBZT and poly(paraphenylene benzobisoxazole)
(PBZO). Sutton and Balluffi (1989) have shown that geometrical considerations are of limited
value in determining the energetics of grain boundaries in crystals of atoms and small molecules.
However, the strongly anisotropic bonding in polymer crystals may make geometrical concerns
more useful.

Based on the orientation of the chains and the grain boundary plane, it is possible to
consider four unique classes of grain boundaries in polymers (figure 2). Martin and Thomas
(1990) discussed the general features of the structure, energetics, and mobility of these different
classes of boundaries in extended-chain polymers. Although these qualitative ideas about grain
boundary geometry and energetics are useful, the influence of specific types of grain boundaries on
the properties of the bulk polymer solid remain to be firmly established. Also, it would be useful to
establish a more quantitative description of the grain boundary microstructure.

One of the problems in understanding the relationship between grain boundary structure
and properties in polymers is that the typically small crystallite size (10-20 nm) means the global
grain boundary concentration is so high it is not possible to isolate the effect of a particular
boundary. Also, high resolution structural studies of defects in polymer solids have proven
problematic because of the sensitivity of organic materials to the electron doses typically used in
high resolution imaging. In order to isolate the characteristics of a single grain boundary, it is
necessary to grow large, perfect polymer bicrystals, which would then have large, well-defined
grain boundary structures. In this way, the specific influence of a particular grain boundary defect
on the properties of the polymer solid can be isolated and unambiguously determined. It is also
important to consider systems in which high resolution structural studies will be appropriate, so
that structure-property relationships can be characterized in detail.

3. Poly(diacetylenes)

Poly(diacetylenes) (PDAs) can be synthesized by polymerization in the solid-state from
crystals of the low molecular weight precusor monomer. The polymerization is catalyzed either
thermally, mechanically, or by exposure to radiation (Wegner, 1979).

A model showing the general chemical structure of a diacetylene monomer and the
mechanism of polymerization is shown in figure 3 (Wegner, 1979). The basic chemical formula
consists of a four carbon backbone with acetylenic groups between the (1,2) and (3,4) carbons.
There are two (perhaps different) side groups R and R’ which are attached to the 1 and 4 carbons.
During polymerization, a bond is formed between the 1 carbon and the 4 carbon on neighboring
diacetylene monomer units within the crystal. This results in a polymer molecule with a fully
conjugated backbone, giving PDAs strong photoconductive and non-linear optical properties. The
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Figure 2. Categories for describing the different types of grain boundaries in polymer solids
(Martin and Thomas, 1990). The scheme considers the relative orientation of the polymer chains in
the two crystals (invariant or rotation) and the orientation of the grain boundary plane with respect
to the chains (lateral or axial).

polymerization is characterized by a dramatic change in the appearance of the sample; the monomer
crystals may be colorless; whereas, the polymers are strongly colored or even metallic in
appearance (Wegner et al., 1975).

There are several types of PDAs available depending on the particular choice of the side
groups R and R’. Amphiphilic diacetylenes in which one R group is hydrophobic and the other
hydrophilic have been polymerized on water as Langmuir thin films. Their optical activity and
ability to be organized into unique structures means PDAs are of particular interest for making
molecular electronic devices.
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Figure 3. Model showing the chemical structure and mechanism of
polymerization for diacetylenes (Wegner, 1979).

The solid-state polymerization proceeds without disrupting the crystalline order present in
the original diacetylene monomer crystals. This means it is possible to make large PDA single
crystals. This is markedly different from typical flexible polymers which crystallize from solution
into lamellar crystals with a thickness on the order of 10 nm. Figure 4 shows a schematic of the
polymerization in progress, and illustrates both heterogeneous growth in which local areas of
polymer are nucleated and then grow, and homogeneous growth which results in a solid solution
of polymer in the monomer matrix (Wegner, 1979).

Studies of PDA single crystals have provided new physical insight about the polymer solid-
state. Spectroscopic techniques have been developed which have correlated Raman band shifts
with local deformation (Batchelder and Bloor, 1979; Tashiro and Kobayashi, 1989), allowing
PDA crystals to be used a local, sensitive “strain gages” for model composite studies (Galiotis, et
al., 1984; Fan and Hsu, 1990).

29



e e ey e G G em Ghme S S WIS e - =t S
— - — v S S - D e amm e G

T
]

|

|

i

|

i

l

I

l

|

|
WA

i
11
lllll
IIIII
lllll
lllll
VW
FAWAAA WA

HITT NN
nuiinnanttnn

FANUARLVAR AR VA A A A AV

FAYR WA

AR Y
FAYWW ]
AW NN
lllllllllll
IIIIIIIIIII
lllllllllll
lllllllllll
lllllll
1]
N
i
Hil
i

i
i

AW LTI AW i WA A

WA AR AAAMAAAA | PN 1
PR RN |
LEEEE |
AN )
T |
TN 1
PR R AR, WA AR |
U
FEHET AWM AR AN

FPAANNNNNS LTI

FARANLEIRWRN AWM W

Figure 4. Model of the solid-state polymerization reaction in progress (Wegner, 1979).
(a) hetergeneous nulceation, (b) homogeneous nucleation.

HREM studies of certain PDAs have already been successful (Read and Young, 1984,
Young and Yeung, 1985; Yeung and Young, 1986). The PDA DCHD (figure 5) was found to be
particularly resistant to the high energy electron beams used in TEM, with a critical dose for loss of
crystalline scattering of approximately 20 C/cm? at 100 kV. HREM images showed that DCHD
crystals are highly perfect, although there were some instances of the imaging of dislocation
dipoles within DCHD crystals. Initial studies showed the DCHD crystals had a tendency to lie with
their chains parallel to the carbon support film. Novel methods of sample preparation (heating in a
vacuum oven at 100 °C) made it possible to grow abbreviated DCHD crystals oriented with their
chains perpendicular to the carbon substrate. This facilitated images corresponding to direct
projections of the DCHD polymer molecules down their chain axis.
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Figure 5.

The reactivity of different poly(diacetylenes) is known to vary widely. The reactivity is
apparently influenced by the spatial relationship between polymerizable chemical moieties within
the unit cell. It seems that the best results are obtained when the polymerization proceeds without
severely distorting the crystal structure (Wegner, 1975). However, the deviations from an ideal
arrangement which will still facilitate polymerization remain to be clearly established.

By attaching amphiphilic side groups it is possible to form polymerizable monolayers of
diacetylenes using Langmuir-Blodgett techniques. Day and Lando (1980) found that when these
polymerized PDA monolayers were deposited onto glass slides, they would often crack at the
boundaries between domains of locally oriented polymer. These observations suggest that large
angle grain boundaries between domains do not facilitate polymerization. However, the structure
and properties of these boundaries have not yet been addressed in any detail.

4. Experimental Approach

While the crystallization and processing of inorganic materials and biopolymers has now
been explored in some detail (Rosenberger, 1979), much less attention has been focused on similar
phenomena in small molecule organic and synthetic polymer solids. Defect-mediated reorganization
can be induced, for example, near surfaces and interfaces. By controlling the curvature of the
surface it is possible to introduce variations in the local structure of the sample.

Our research has focused on the construction and characterization of defects in
poly(diacetylene) systems. The long-range goal of our work is to isolate and examine the influence
of specific grain boundary defects on the macroscopic electro-optic behavior of poly(diacetylene)
systems. Recently, we found that there could be significant structural reorganization of
diacetylenes during crystallization of thin droplets deposited on substrates (Wilson and Martin,
1992). Recent results confirm that the DCHD diacetylene polymerization occurs through a series of
crystalline-intermediate states in a manner that is prescribed by the parent crystal (Liao and Martin,
1993).

PDAs are also of interest because of their photoconductive properties. The carriers

responsible for charge transport have been proposed to move along the poly(diacetylene) chain by
Solitary Wave Acoustic Polarons (SWAP) (Wilson, 1983). In this mechanism, the carrier is an
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electron which causes a local deformation of the poly(diacetylene) crystal lattice (Donovan et al.,
1985). Recent work has indicated that the mobility of charge carriers in photoconductive
poly(diacetylenes) undergoes an apparent transition from trap-limited motion at low fields to
acoustic limited behavior as the electric field increases (Fisher, 1992; Fisher and Wilcox, 1992,
1993).

As organic materials become of more interest for use in molecular electronic devices, the
effect of defects on the dissipation of these carriers is of particular concern. While only limited
work has focused on these effects, some progress has been made. Donovan et al. (1985) have
shown that physical “cuts” in the side of a pTS crystal can have a dramatic influence on the
photoresponse of the material. They also found that it was possible to influence transport in DCHD
by exposing the crystals to a series of lines written with an electron beam.

A typical photoconductivity experiment involves measuring the time-of-flight required for a
charge transport across a sample under an applied voltage (Mort and Pai, 1976). During the
experiment the sample is placed between electrodes, a voltage is applied, and the current is
recorded during exposure to UV irradiation. The mobility of carriers m is determined from the
relationship

u=I1%11v,

where L is the sample size, V the applied voltage, and ¢ the transit time. The transport mobilities of
poly(diacetylenes) are on the order 1 cm2/V sec (Chance et al., 1976; Donovan et al., 1989). This
means for a typical sample with L = 0.1 cm and a voltage of 300 volts, it is necessary to have a
laser pulse width and current detection system with a temporal resolution better than 10 ps. We are
using a system with a 600 psec pulsed 337 nm UV nitrogen laser. A similar system has been used
with success for measuring photoconductive properties of various polymers (Freilich and Gardner,
1989).

We are characterizing the transport mobility of carriers in poly(diacetylene) bicrystals as a
function of the misorientation between the crystals. The misorientation between grains disturbs the
molecular connectivity across the grain boundary and therefore disrupts the transport of carriers
through the sample. This information is useful for understanding the particular mechanisms
proposed for carrier generation and transport.

We use a variety of techniques including Optical Microscopy (OM), Wide Angle X-Ray
Scattering (WAXS), Small Angle X-Ray Scattering (SAXS), Scanning Electron Microscopy
(SEM), Bright Field (BF) and Dark Field (DF) Transmission Electron Microscopy, Selected Area
Electron Diffraction (SAED), Atomic Force Microscopy (AFM), and High Resolution Electron
Microscopy (HREM) to characterize the structure of the polymer bicrystals. This allows us to
examine the optical anisotropy, crystal structure and orientation, surface structure, and details of
the organization of PDA molecules near the defect. These facilities are presently available in the
laboratories of the Materials Science and Engineering Department and the Electron Microbeam
Analysis Laboratory at the University of Michigan. In particular, we have access to a JEOL 4000
EX Transmission Electron Microscope which has a 400 kV operating voltage and a point-to-point
resolution of 0.17 nm. The microscope is equipped with a Minimum Dose System (MDS) for
imaging samples which are sensitive to electron beam damage.
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The study of the local structure near defects requires the careful application of HREM
techniques at low incident doses (Martin and Thomas, 1987). However, the conjugated structure
of poly(diacetylenes) makes them more resistant to beam damage than other, less thermally stable
materials (Kumar and Adams, 1990).

5. Grain Boundaries in Poly(diacetylenes): Theoretical Analysis

The important question our research addresses is the nature of the solid-state
polymerization of poly(diacetylene) through a grain boundary. By analogy with inorganic solids,
we have found that certain physical properties of polymer bicrystals, such as transport behavior,
are particularly sensitive to defect structure. While morphology is known to play a role in the
electro-optic response of polymer materials (Freilich and Gardner, 1989), the typically high defect
density of traditional materials makes interpretation of the data difficult.

The SWAP model for photoconductive carrier transport in poly(diacetylenes) involves
motion of an electron along the backbone of the polymer (Wilson, 1983). If there is a grain
boundary which disrupts the connectivity of the polymer molecules then it is reasonable to expect
that this boundary will disturb the mobility of the SWAP. Furthermore, if it is possible to measure
the decrease of carrier mobility across the boundary as a function of misorientation angle, then this
will provide important information about the connectivity of the polymer molecules across the
interface.

The following analysis is a theoretical development designed to illuminate the physical
origin of this hypothesized influence of grain misorientation on the properties of the boundary. We
first consider small angle boundaries which are approximately perpendicular to the molecular
orientation. For illustrative purposes we consider the structure of the PDA DCHD (Read and
Young, 1984; Young and Yeung, 1986). The crystal structure of DCHD is monoclinic, with a =
1.740 nm, b = 1.287 nm, ¢ = 0.491 nm, and y= 108.3°. A model illustrating a projection of the
unit cell in the [001] direction down the chain axis is shown in figure 6. Also shown are two
properly oriented cross-sections showing the shape of DCHD crystals.

Figure 7 shows a similar projection for two crystals of DCHD with a slight (3°) relative
twist about the [001] axis. Note that there is coincidence between the chain axes for only one of the
many pairs of monomers in the field of view. This emphasizes that even small misorientations may
have profound effects on the structure and properties of the grain boundary.

The geometry of crystalline interfaces is described by the “O-lattice” theory developed by
Bollman (1970). The geometry of a boundary is characterized by a O-lattice which describes a
network of sites on the interface where coincidences occur between points which belong to the
same equivalence class. Equivalence classes are defined as those sites which have the same internal
unit cell coordinates. The O-lattice can be determined as long the transformation matrix A which
relates crystal 1 to crystal 2 is known. For twist and tilt rotations the size of the O-lattice varies
smoothly with misorientation between the boundaries. The O-lattice sites are widely separated at
small misorientation angles and move closer together as the relative misorientation increases.
Certain special O-lattices may be coincident with actual lattice sites in the crystal, these special types
of O-lattice are called “coincident site lattices.”

By definition, grain boundaries disrupt the crystalline ordering of the molecules in the

system. If the crystalline structure is the most thermodynamically stable state, then disturbing it
necessarily occurs at a cost in free energy. Often molecular relaxations can occur near the boundary
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Figure 6. Schematic of the crystal structure of the diacetylene DCH viewed down the chain axis.

Properly oriented cross-sections from the work of Galiotis et al. (1984) are also shown. The stable

crystal faces are the (210), (010), and (210) planes.
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Figure 7. Superposition of two grains of DCH with a relative twist of 3 degrees about the (001)
direction. There is only one position in the field of view where there is a direct superposition of the
chain axes. In metallic and ceramic systems small angle grain boundaries such as these are known
to localize deformation at the boundary into an array of dislocations. The relaxations and
reorganization which might occur at similar boundaries in polymers are unknown.
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to order to minimize the local energy penalties. In small angle grain boundaries of inorganic solids
this usually happens by relaxations within the interior of each O-lattice cell, forcing the deformation
to localize into dislocation defects which connect the O-lattice sites. The structure which results is a
dislocation network. For tilt boundaries the local deformation is perpendicular to the direction of
the defect and the dislocations are “‘edge” dislocations. For twist boundaries the local deformation
is parallel to the direction of the defect and the dislocations are “screw” dislocations.

This analysis leads directly to our theory of the effect of misorientation angle on the
properties of a grain boundary. We will assume that the property of interest depends on the ability
of the material to relax near the boundary. The deformation required is assumed to be localized into
defects with some characteristic width b which we assume to be a property of the material and
therefore independent of misorientation angle. The problem which remains is simply to find out
how the area of the grain boundary which is not disturbed by defects varies as a function of tilt and
twist misorientation angle and the characteristic width b of the defect.

Essentially we propose that for a grain boundary the property of interest, which we will
term |1, may often scale as
H="flo

where |, is the corresponding property of the perfect crystal and f is the fraction of the grain
boundary which is relaxed. In the case of poly(diacetylenes) bicrystals, f represents the number of
chains which are “connected” across the boundary.

For simplicity, we first consider the problem in which both surfaces are described by
similar two-dimensional square lattices. Now consider a uniform twist deformation about a
perpendicular axis through the origin. In this case the transformation matrix is:

( cos O -sin0)
(sin© cos 0)

The unit cell vectors of the O-lattice are given by (Bollman, 1970):

up = (1/2, -1/2 cotan (6/2))
u2 = (1/2 cotan (6/2), 1/2)

From these equations it is evident that as 0 increases from zero the spacing between O-lattice sites
decreases. This behavior is illustrated in figure 8. The length of the side of one unit cell of the 0-
lattice is given by

L = fuy/ = /uy/ = (1/2)2 + (1/2 cotan2(6/2))1/2

and the area is

A= uj -uz = (1/2)2 + (1/2 cotan2(6/2)) .
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etween two crystals as a function of twist angle
lattice describes the interference pattern which is

created by coincidences between sites belonging to the same internal coordinate equivalence class.
The spacing between O-lattice sites decreases as the misorientation increases.

Figure 8. Projected structure of a grain boundary b
about an axis normal to the boundary plane. The O-
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If we assume that the width of the defects is b, that these defects correspond to the 0-lattice
network, and the the rest of the interface (the interior of the O-lattice cells) is able to relax back to
the original configuration of the crystal, then the area of the surface which is NOT defects is given
by

Ar = (L-b)?

Substituting from above and simplifying gives us the fraction of the interface which remains
coherent as a function of the width of the defect b and the misorientation between the crystals 0:

f = (-b + (1/4 + 1/4 cotan2(6/2) / (1/4 + 1/4 cotan2 (6/2))

Figure 9 shows f for a particular choice of b and 6 as a black square. Figure 10 shows f as a
function of 0 for different choices for the size of the defect b (in units of b/a where a is the size of
the underlying lattice). Notice that the larger the defect, the faster the area of relaxed molecules
decrease as a function of misorientation. If we take the first derivative of the equation for f with
respect to 0 and take the limit as 0 goes to zero, we obtain

df/o0 (8-> 0)=-2b

This equation shows that the change in f at small 0 is directly related to the size of the
defect b. For b large this analysis also shows that f will equal zero at some critical angle 6¢. This
critical angle decreases with increasing b.

If the properties of the grain boundary are determined by the area between defects along the
O-lattice, then f can be directly related to the property of interest (such as the tensile strength or
carrier mobility). Our analysis predicts that there should be a decrease in f which depends on the
misorientation between the grains and the size of the defect. Measuring the actual variation in the
property of bicrystals as a function of grain geometry therefore provides an interesting
experimental test of these ideas.
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Extended Abstract

PREDICTION OF NONLINEAR OPTICAL PROPERTIES OF ORGANIC
MATERIALS

General Theoretical Considerations

B. Cardelino
Atlanta University Center

C. Moore
NASA-Marshall Space Flight Center
Huntsville, AL 35812

S. Zutaut
University of Alabama in Huntsville
Huntsville, AL 35899

The prediction of nonlinear optical properties of organic materials is geared to assist
materials scientists in the selection of good candidate molecules. A brief summary of the quantum
mechanical methods used for estimating hyperpolarizabilities will be presented. The advantages
and limitations of each technique will be discussed.

Particular attention will be given to the finite-field method for calculating first and second-
order hyperpolarizabilities, since this method is better suited for large molecules. Corrections for
dynamic fields and bulk effects will be discussed in detail, focusing on solvent effects,
conformational isomerization, core effects, dispersion, and hydrogen bonding. Several results will
be compared with data obtained from third-harmonic-generation (THG) and dc-induced second-
harmonic generation (EFISH) measurements. These comparisons will demonstrate the qualitative
ability of the method to predict the relative strengths of hyperpolarizabilities of a class of
compounds.

The future application of molecular mechanics, as well as other techniques, in the study of
bulk properties and solid state defects will be addressed.

The relationship between large values for nonlinear optical properties and large conjugation
lengths is well known, and is particularly important for third-order processes. For this reason, the
materials with the largest observed nonresonant third-order properties are conjugated polymers. An
example of this type of polymer is polydiacetylene.

One of the problems in dealing with polydiacetylene is that substituents which may enhance
its nonlinear properties may ultimately prevent it from polymerizing. A model which attempts to
predict the likelihood of solid-state polymerization is considered, along with the implications of the
assumptions that are used.
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Calculations of the third-order optical properties and their relationship to first-order
properties and energy gaps will be discussed. The relationship between monomeric and polymeric
third-order optical properties will also be considered.
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TEMPERATURE DEPENDENCE OF PROTEIN SOLUBILITY-DETERMINATION,
APPLICATION TO CRYSTALLIZATION, AND GROWTH KINETICS STUDIES

Franz Rosenberger
Center for Microgravity and Materials Research
University of Alabama in Huntsville
Huntsville, AL 35899

A scintillation method was developed for determinations of the temperature dependence of the
solubility, and of nucleation induction times of proteins, in 50-100 x¢ volumes of solution.
Solubility data for lysozyme and horse serum albumin were obtained for various combinations of
pH and precipitant concentrations. These data and the nucleation induction information were used
for dynamic crystallization control, that is, for the controlled separation of nucleation and growth
stages. Individual lysozyme and horse serum albumin crystals were grown in 15-20 u£ solution
volumes contained in x-ray capillaries.

The morphology and kinetics of the growth and dissolution of lysozyme in aqueous solutions
with 2.5% NaCl and at pH = 4.5 was studied in situ with a depth resolution of 300 A (4 unit cells)
by high resolution optical microscopy and digital image processing. The bulk super- or
undersaturation, &, of the solution inside a closed growth cell was controlled by temperature. The
growth habit was bound by (110) and (101) faces that grew through layer spreading, although
with different growth rate dependencies on supersaturation/temperature. At ¢ < 10 (obtained at
higher temperatures) growth was purely kinetically controlled, with impurity effects (macrostep
formation and kinetic hindrance) becoming significant for 6 < 2. At 6 > 10 (lower temperatures),
anisotropies in the interfacial kinetics were more pronounced, with interfacial kinetics and bulk
transport becoming equally important to the growth morphology. Growth rates were growth-
history dependent. The formation of striations (layers of irregularly incorporated solution) was
unambiguously correlated with growth temperature variations. Etching exposed dislocations and
various high-index faces whose growth morphologies were studied during return to the steady-
state growth form. Growth steps were observed to originate from two-dimensional nuclei or from
outcrops of growth striations, and from dislocations that preferentially formed in growth sector
boundaries.
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Extended Abstract
MODELING OF PCG FLUID DYNAMICS - SALIENT RESULTS

N. Ramachandran
Universities Space Research Association
NASA Marshall Space Flight Center
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Materials processing in space-based laboratories has already yielded higher quality crystals
during previous space flights, and opportunities for several fluids experiments are anticipated
during the extended duration missions planned for the future. Crystal growth in space benefits not
only from its reduced gravity environment but also from the absence of the hydrostatic pressure
which assists certain crystal growth and refinement methods. Gravity-driven phenomena are thus
reduced in strength, and a purely diffusive fluid’s behavior can be attained. In addition, past
materials science experiments have shown that microgravity can also help produce larger crystals.
While gravity-related effects are definitely curtailed in space, they are nevertheless present to some
degree due to the acceleration environment onboard the spacecraft. This residual acceleration level
is comprised of quasi-steady, oscillatory, and transient components, and is caused by a variety of
mechanisms. For example, gravity gradient forces produce low frequency disturbances, and the
operation of machinery, control thrusters, solar panels, human activity, etc. contribute to higher
frequency accelerations. These disturbances are collectively referred to as g-jitter, and they can be
deleterious to certain experiments where the minimization of the acceleration level is important.
Advanced vibration isolation techniques can be utilized to actively filter out some of the detrimental
frequencies and help in obtaining optimum results. However, the successful application of this
technology requires the detailed analysis of candidate fluids experiments to gauge their response to
g-jitter and to determine their acceleration sensitivities.

Several crystal growth experiments in the Protein Crystal Growth (PCG) area, besides
others, are expected to be carried out on future shuttle flights and on Space Station Freedom. The
need for vibration isolation systems or components for microgravity science experiments can be
expected to grow as experiments and available hardware becomes more complex. This technology
will also find increased application as the science community develops an awareness of their
specific needs relative to the environment available in manned space missions. Vibration isolation
research strives to develop a microgravity environment requirement that defines tolerance limits on
the allowable g-level, and provides the required technology to achieve it. This effort will assist in
establishing the tolerable acceleration levels for specific fluids experiments. The primary effort is
directed towards modeling PCG and the approach undertaken for this investigation is outlined in
the following sections.

Objectives

1. To computationally determine vibration sensitivity of protein crystal growth experiments.
2. Determine if these experiments can benefit from vibration isolation techniques.

3. Provide realistic requirements for vibration isolation technology.
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Convection Effects in PCG

Several proteins have been flown during past shuttle missions with the aim of growing
bigger and better crystals. Protein crystal growth in microgravity benefits from the following
advantages:

1. The free suspension of the protein in the growth medium (due to diminished gravity)
promotes uniform crystal growth and eliminates container interface effects.

2. Convection effects are minimized and a diffusion-controlled crystal growth can be
realized.

3. Internal stresses in the complex biological macromolecules are eliminated due to the
reduced hydrostatic pressure environment. This helps in improved internal order of the grown
crystal and prevents the collapse of the big complex molecules.

The data collected from past shuttle missions have all indicated that microgravity can be
effectively utilized to obtain higher quality protein crystals. The space-grown crystals tend to be
significantly better than the best Earth-grown samples and thus are ideal for protein
crystallography. However, past experience has also shown that the microgravity environment on
the space shuttle can sometimes yield unpredictable results in PCG. Poor crystal quality due to
cracking, stunted crystal growth, multiple and sometimes showers of small crystals have been
observed with certain PCG experiments. The causative factors for these effects have not all been
completely understood. It is generally agreed however, that crew activity and g-jitter all play some
role in this crystal degradation process.

In any PCG experiment, the solution transport within the growth medium and the crystal
surface attachment kinetics play key roles in determining the crystal growth rate. With most small
molecule crystals, the solution transport is the rate limiting step. In such situations, forced
convection in the solution will increase the growth rate up to a certain point beyond which surface
kinetics becomes the controlling factor. Experiments by Pusey et al.! using tetragonal lysozyme
have shown that forced flow rates of 30-40 pm/s slow and eventually stop the growth of 10 pm
crystals. Recent experiments by Pusey? suggest that this growth cessation is present even at lower
flow rates but the growth declines over a much larger time than at the higher flow rates. In the
experiments,2 even very small velocities of the order of =2.5 pm/s were seen to irreversibly
terminate the (110) face growth of tetragonal lysozyme crystals. Corroborating results have been
reported by Nyce and Rosenberger,3 who further showed that this growth cessation is not
observed in the growth of orthorhombic lysozyme crystals. In their studies, Grant and Saville,4
proposed and subsequently disproved based on theoretical analyses a host of mechanisms that may
account for the growth cessation behavior. The inclusion of contaminants from solution was
hypothesized as the probable cause of this behavior. However, as mentioned in,2 this mechanism
does not explain the absence of similar effects in the growth of orthorhombic lysozyme.3 Thus for
some crystals at least, even small convective flows are deleterious for growth of the crystal. The
exact mechanism for this effect is as yet not fully understood.

In order to realize a fully diffusion-limited (D/L) crystal growth, the convective effects have
to be eliminated. The tolerable microgravity levels to achieve D/L growth can be established by
implementing a simple Order of Magnitude Analysis (OMA) of the equations describing the
system. The analysis involves choosing appropriate scaling factors for length, velocity,
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concentration, and other variables of importance to the experiment, while determining the dominant
terms in the governing equations describing the system. Estimates of fluid sensitivity as a function
of acceleration amplitude and frequency are obtained, and these estimates can be used as a
preliminary guide to more detailed computations. A representative OMA curve for proteins is
shown in figure 1.5 The analysis shows that the proposed Space Station Freedom microgravity
environment would be conducive towards achieving this goal. PCG onboard other manned
vehicles, on the other hand, would have to resort to other means to achieve the required
acceleration environment. Vibration isolation technology can be used to filter harmful frequencies
and thus minimize the resulting convective effects. Active vibration devices being developed at
NASA Lewis Research Center can filter frequencies up to approximately 0.1 Hz and thus hold
promise in this area. It should be pointed out that OMA estimates are based on a very crude model
of the physical processes and probably over estimate the convective transport. The model is,
however, expected to provide correct trends and perhaps quantitative information within an order
of magnitude accuracy. This level of accuracy has, however, to be evaluated by detailed CFD
modeling.

Fluids Modeling
The modeling and analysis of PCG experiments is being carried out in three concurrent steps:

1. A familiarization phase, where past PCG activities were reviewed with respect to the types
of fluids/proteins used, flight hardware utilized, procedures followed, difficulties encountered,
results obtained, and inferences drawn from the experiment. Fluid properties and hardware
operating conditions like temperature, concentration, etc. were noted during these past experiments
onboard the shuttle. This learning phase is a continuous effort and fairly long term in nature, since
several different proteins are examined and as redesigned hardware is continuously monitored.
From this ongoing effort, a candidate protein (lysozyme) has been chosen for analysis and
modeling. Results from this modeling will be used for comparison purposes and as a benchmark
for future analyses.

2. The code development phase consists of modifying the in-house 2-D code to model PCG.
The modification includes the introduction of the species equation to model solutal diffusion and
convection, the input of the PCG geometry description into the code, the addition of source terms
to the Navier-Stokes momentum equations to account for solute-induced buoyancy forces, and
steady and unsteady code verification by comparisons to bench mark solutions.

3. The detailed modeling phase involves the numerical solution of the governing equations
and boundary conditions for PCG. Several g-jitter scenarios can be examined to provide detailed
results of the fluid response to the imposed excitations. The results can be compared to OMA
estimates to gauge the level of agreement between the two methods. While OMA allows only a
single frequency input, the numerical model allows the flexibility of simulating multiple
frequencies of different magnitudes acting on the system in different directions. G-tolerance levels
can be established, and the results can be used to determine if the experiment will benefit from
vibration isolation. Realistic requirements for VIT can also be established. The initial effort is
focused on a single candidate protein and simplified boundary conditions, with the simulations
performed for the worst case scenario with regard to the individual frequencies and their
orientations. More realistic and complex boundary conditions, other flown proteins, and different
g-jitter directions will be simulated in subsequent computations.
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Figure 1. Representative order of magnitude analysis curve for protein crystal growth.

In the detailed numerical modeling phase, the response of the candidate protein to different g-

jitter scenarios, will be determined. Simplified boundary conditions will be initially examined,
followed by more realistic boundary conditions. The fluid response to the following g-scenarios
are being investigated.
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(i) Steady state g-levels, ranging from
g = go (terrestrial gravity)

g =10"g,
Microgravity
g=10"g,

g = 0 (zero gravity)

(ii) Transient excitations: single and multiple step functions. These excitations
model random impulse type disturbances that occur on a space-based laboratory. Different impulse
strengths and durations will be investigated.

(iii) Periodic accelerations: Simulations will be carried out for low (<10-3 Hz),
intermediate (10-2 to 0.1 Hz) and high frequency (>1 Hz) disturbances. Different amplitudes will
be examined. Comparisons will be made with OMA estimates.

(iv) Combined excitations: In this effort, realistic g-jitter will be simulated by
combining transient, residual (low frequency), and oscillatory (intermediate and high frequency)
disturbances. Fluid sensitivity will be determined, and tolerable g-levels will be established.

Numerical Modeling of Other Proteins

Among the 20 or so proteins that have flown on previous shuttle flights, several have failed
to yield optimum results. Some of these proteins will be examined to see if they will benefit from
vibration isolation.

Modeling Results (Preliminary)

The 2-D computational model is shown in figure 2. The crystal is modeled in planar two
dimensions assuming an axis of symmetry (as opposed to an axisymmetric model). The actual
crystal growth process is typically of the order of 1-2 mm/day and hence is treated as a quasi-
steady phenomenon. This implies that even though time accurate calculations are carried out to
record the fluid response to time varying disturbances, the actual growth of a crystal phase is not
modeled. This is a reasonable assumption considering the disparity between the respective time
scales. No slip boundary conditions are applied on the crystal walls and on the computational
domainx=Landy =0.

The fluid response to terrestrial gravity (1 go) is shown in figure 3. A strong convective
plume with maximum flow speed of 247 m/s is observed to rise from the crystal. Tangential fluid
velocities of 3 m/s are calculated adjacent to the crystal face. It should be noted that zero velocities
(tangential and normal) are prescribed on the crystal wall in the present calculations. If there is any
slip flow in this region, the corresponding calculations will result in vastly different velocity
values. However, the modeling of the velocity boundary condition is dependent on the attachment
kinetics of the molecules to the growing crystal and in this instance this phenomenon is not
completely understood.

53



r
|
{ Wall, Uy=0,Cy=0

Axis of Symmfetry
Zero Gradie:;nts

Wall

g-vector

Y,V

wall, C=0

Figure 2. Two-dimensional PCG computational model.

The equi-concentration contours or isomers for this case are also shown in figure 3. The
steep concentration gradients next to the crystal are apparent from the figure. The boundary layer
thickness is 0.12 mm. The mass transfer into the crystal is characterized by the average Sherwood
number. For the 1 g, case, Sh = 16.4, compared to Sh = 1.0 for the pure diffusion case. The fluid
response to a parametric variation of the g-level (102 gg, 10-3 go, 10-4 go, 10-5 go, and 0 g,,) is
plotted in figure 4 as isomer distributions. The maximum global velocities, their OMA estimates,
the average Sherwood numbers, and the maximum velocities next to the crystal are also indicated
on the figure. All of these values characterize the strength of convection within the cell and are seen
to diminish as the gravity level is reduced. The gradual thickening of the solute/concentration
boundary layer is clearly visible as the g-level is decreased. The pure diffusion case (g = 0)
represents the ideal crystal growth conditions. The isomer distortions at g = 10-5 g, (typical of the
residual gravity level in space) can also be discerned from the figure. Diffusion-limited crystal
growth conditions are approached at this low-gravity level.
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Impulse type disturbances:

Scenario
1. Ten seconds of no gravity; pure D/L conditions.
2. One second impulse of strength 10-3 g,
3. Calculations carried out for 600 s (10 min) after impulse with no gravity.

Figure 5 shows the isomers and stream function plots at different times in the calculations.
The onset of the flow is immediate after the impulse and the flow development is complete 1 sec
after the impulse. No disturbance effects are, however, evident in the concentration field at this
time. Some isomer disturbances are evident 100 sec after the impulse disturbance and clearly
noticeable variations are seen 10 min after impact. The flow field shows a gradual decaying trend
subsequent to the impulse.

Oscillatory disturbances:

The system response characteristics to an oscillatory disturbance frequency of 3.183 Hz (20
rad/s) and amplitude of 10-3 g, are shown in figure 6. This frequency is close to the 2.5 Hz noticed
in the SAMS data during treadmill operations on the space shuttle. The figures show complete flow
reversal during each cycle. Figure 6 shows the isomer and stream function plots during the 5th
cycle of g-jitter and are representative of a periodic behavior attained within the PCG solution.

Conclusions
The salient results from the investigation are as follows:

1. G-jitter dominates the spacecraft acceleration environment. It is comprised of a myriad of
frequencies and displays no preferred orientation. The g-jitter magnitudes can be as high as 1 milli-

g (103 go).

2. Impulse-type disturbances are random in nature and hence unpredictable. The solutal field
response to impulsive forces is especially long term and considerable. Impulse-type disturbances
are also deleterious to PCG in other respects, e.g., drop dislodgment, multiple crystals, crystal

cracks etc. It is, therefore, prudent to take remedial measures to safeguard against their pernicious
effects on materials processing.

3. PCG observations and analyses indicate susceptibility to g-jitter.
4. Calculations show the PCG flow field to be susceptible to 1-10 Hz frequency range.

5. PCG is a PRIME candidate for vibration isolation. NASA LeRC developed active vibration
isolation system filters up to 0.1 Hz; passive systems can also filter down to this frequency level.

6. Passive isolation system for PCG - A FIRST RECOMMENDATION.
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Figure 5. The system response to a 1-s impulse excitation of 108 g.
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Extended Abstract

LOW-GRAVITY ELECTRDESPOSITION AND GROWTH OF POLYMER THIN
FILMS WITH LARGE THIRD-ORDER OPTICAL NONLINEARITIES BY
ELECTROCHEMICAL PROCESSES FOR DEVICES: THIOPHENE-BASED

POLYMERS

Benjamin G. Penn
Space Science Laboratory
NASA Marshall Space Flight Center
Huntsville, AL 35812

and

Clyde Riley
University of Alabama in Huntsville
Department of Chemistry/Materials Science
Huntsville, AL 35899

It has been proposed that NLO thin film properties may be improved by low-gravity
processing. Strong candidates for NLO thin film applications are the polythiophenes. Polymeric
thiophenes are attractive materials due to their ease of preparation, stability, and high ¥.1-5 A
simple and convenient method for preparation of polythiophenes is electrochemical oxidation. We
will apply some of our experience and lessons learned in low-gravity metal, metal/cermet
electrodeposition to improve the quality of polythiophene(s) thin films. In low gravity
electrodeposition of Ni at a high rate on an Au substrate often results in the production of an x-ray
nondiffracting surface. Cobalt metal deposition does not give this result nor does Ni when
deposited similarly on a glassy carbon substrate.5:7 Co/Ni alloy composition produced during
electrodeposition is strongly dependent upon the amount of convection. Codeposition of neutral
inert cermets with metals is influenced significantly by the presence of gravity and the size of the
cermets. Tracks left in the 1-g surfaces by unsuccessful particle occlusion indicate suspension of
the large particles is not the only reason for poor volume percentages of the larger particles in the
deposits. All size particles are more homogeneously distributed in the deposits in low-gravity
electrocodeposition than in 1-g. Low gravity gives larger volume percentages for the larger
particles in the deposits, while 1-g gives larger volume percentages for the smaller particles.
Intermediate size particles give mixed results. The experimental cells were constructed with flat
electrode end plates such that 1-g bench reference electrodepositions could be carried out at various
orientations with respect to gravity. A series of bench studies using similar designed cells are
suggested so that convection modification can be applied to electrochemical thin film preparation.
Convection effects can then be coupled with other parameter variations in current, temperature,
concentration, solvent, electrolyte, and anode substrates to optimize the properties of NLO thin
films before resorting to low-gravity processing.
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Extended Abstract

POLYDIACETYELENE THIN FILMS FOR NONLINEAR OPTICAL
APPLICATIONS

Mark S. Paley, USRA
NASA Marshall Space Flight Center
Huntsville, AL 35812

One very promising class of organic compounds for nonlinear optical (NLO) applications are
polydiacetylenes, which are novel in that they are highly conjugated polymers which can also be
crystalline.! Polydiacetylenes offer several advantages over other organic materials: because of
their highly conjugated electronic structures, they are capable of possessing large optical
nonlinearities with fast response times; because they are crystalline, they can be highly ordered,
which is essential for optimizing their NLO properties; and, last, because they are polymeric, they
can be formed as thin films, which are useful for device fabrication. We have actively been
carrying out ground-based research on several compounds of interest.

Polydiacetylenes are prepared by synthesizing diacetylene monomers, growing crystals or
thin films of the monomers, and, then polymerizing these monomers, usually in the solid state, by
exposure to UV light or g-radiation.2 Because this can be a difficult and time consuming process,
we have developed computational modeling methods to calculate the nonlinear optical properties of
diacetylene monomers, and predict their ability to undergo polymerization in the solid state.3 Using
geometry optimized monomer pairs, semiempirical AM1 calculations were carried out to estimate
the crystal packing parameters of several known monomers, and trends in these results were used
to develop a predictive tool for solid state polymerizability. We tested this model by synthesizing
and characterizing two previously unknown diacetylene derivatives of pyrrole, whose differing
behavior was successfully predicted by the model. Such computational modeling is of great value
for saving labor by screening potentially interesting compounds from others, and is essential for
carrying out the search for new compounds in a pedagogical fashion.

We have also been investigating a polydiacetylene derivative of MNA, a well-known NLO
material, for both second- and third-order NLO applications. Computations performed on this
compound indicated that it should have large optical nonlinearities, and that it should polymerize in
the solid state. We have synthesized this compound, and prepared thin crystalline films by vapor
deposition growth that show good second-harmonic generation. Because epitaxial growth is often
not possible for diacetylenes,4 the effects of ordered polymer substrates such as teflon on the
orientation and NLO properties of these films is being investigated.5 Indeed, we have found that
films grown onto oriented teflon exhibit greater ordering and 8 times greater SHG than those
grown onto quartz glass under identical conditions.6

Additionally, we have developed a novel solution polymerization technique to prepare thin
films with very high optical quality.” Such films turn out to exhibit outstanding third-order NLO
behavior; for degenerate 4-wave mixing at 532 nm they give excellent phase conjugate reflectivities
of 40% with x(3) values on the order of 10-4. This result is very exciting; it demonstrates the
tremendous potential of polydiacetylenes as NLO materials. We intend to develop this method
further and attempt to use techniques such as electric field poling to induce orientation into the
films.
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Ultimately, once conditions have been optimized on the ground, we wish to study the effects
of the microgravity environment on the growth of polydiacetylene thin films. It is known that
gravitational effects, primarily buoyancy driven convection, can be detrimental to both
crystallization and polymerization processes. Experimental results on physical vapor transport
growth of phthalocyanins, another organic material of interest for NLO, have demonstated that
microgravity growth yields films with improved ordering and differrent crystal morphologies than
films grown in 1-g.8 We intend to carry out similar flight experiments to understand the role of
convection in both vapor and solution growth of polydiacetylene thin films.
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CRYSTAL GROWTH OF ORGANICS FOR NONLINEAR OPTICAL
APPLICATIONS

Extended Abstract

N. B. Singh and R. Mazelsky
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Pittsburgh, PA 15235

We have extensively studied!-3 the crystal growth and characterization of organic and
inorganic nonlinear optical materials. For example, inorganic crystals such as thallium arsenic
selenide have been studied in our laboratory for several years and crystals in sizes over 2.5 cm in
diameter are available. Organic crystals are suitable for the ultraviolet and near infrared region, but
are relatively less developed than their inorganic counterparts. Very high values of the second-
harmonic conversion efficiency and the electro-optic coefficient have been reported 4 for organic
compounds. We have grown single crystals of a binary organic alloy based on m.NA and CNA
and observed higher second harmonic conversion efficiency than the values reported for m.NA.

Crystals were grown in a sealed quartz ampoule in the Bridgman geometry. We used an 11-
mm i.d. tube attached with a 4x4x12 mm rectangular seed tube as the ampoule. A two-zone glass
furnace was designed employing silicone oil and ethylene glycol as heat transfer media. These
liquids do not mix and maintain sharp phase boundaries. Silicone oil works as the hot zone, and
ethylene glycol acts as the cold zone. The temperature was controlled within 0.5 K. The
translation rate of the ampoule was controlled with a motor attached to a reduction gear.

The transmission was studied at different locations along the crystal. We did not observe any
difference in the transmission characteristics. This was confirmed by examining the bulk distortion
in an 8 mm thick parallel polished slab with and without a grid also. This indicated that there was
no gross compositional inhomogeneity in the crystal.

The second harmonic efficiency test result is summarized as follows: We used a beam of 1.5
mm diameter, 10 ns pulse length and wavelength at 1.06 pm. The input energy was 0.3 mJ, peak
power density was 1.7 MW/cm? and the test crystal was 2 mm thick. Because the m.NA-CNA
samples were fabricated with the polished surfaces parallel to the b-plane, only a limited range of
orientations inside the crystal could be probed with the laser beam. To help overcome this problem,
a fixture was designed. This permits the material to be suspended in an index-matching fluid. The
fixture allows the sample to be rotated over a wide range of angles with respect to the incident laser
beam.

The orientation of the crystal (b-plane) was chosen because the crystal has a natural tendency
to cleave along this plane. For m.NA, type I phase matching can be achieved in the c-b plane at an
angle of 54° to the c-axis. This angle for CNA is 43° for type I phase matching. The refractive
index for the m.NA-CNA mixtures of different composition is not available in the literature, but the
studies on pure m.NA and CNA show that the type I phase matching angle would be between 43°
and 54° range from c-axis on the b-plane. As discussed earlier, the crystal was rotated over a wide
range of angles with respect to the incident beam. Green light (0.53 pm) reflects in all the
directions indicating substantial amounts of scattering due to defects in the crystal. In spite of large
scattering, we were able to measure a phase matched output in a collimated output beam at 0.53 um
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at approximately the expected phase matching angle. The output was 0.023 mJ at 0.53 um for an
input energy of 0.3 mJ (1.7 MW/cm?) at 1.06 pm, corresponding to a conversion efficiency of
7.7% in a 2 mm thickness of crystal.

The effective nonlinear coefficient, deff, from the measured data was determined by the
equation:

2 12
n= tanh2|:(2,uo3/2£o”2 %deﬂ?ﬁl] ] (1)

where 7] is the efficiency, L is the crystal length, I is the pump beam intensity, ® is the angular
frequency, and n is the refractive index. Using the values of experimental parameter, we calculated
that dgr was 14 pm/V. This value should be considered as a lower limit considering the amount of
scattering in the crystal. In spite of large scattering in the crystal, this d.g value is higher than the
measured value for pure m.NA. Equation (1) takes into account the depletion of the pump beam.
Inserting the modest pump intensity, 1.7 MW/cm2, the value used in the present experiment, we
see that 1 cm long crystal should be able to produce a conversin efficiency over 78%. For the laser
damage studies, we exposed the crystals to 1.06 wm radiation at 1 mJ pulse (10 Hz repetition rate,
0.35 mm spot size, and 10-ns pulse) corresponding to 100 MW/cm? power density. For an
exposure to 100 pulses, the crystal did show signs of deterioration.
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Extended Abstract
NONLINEAR OPTICAL THIN FILMS

Thomas M. Leslie
Chemistry Department
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Huntsville, AL 35899

This work presents a focused approach to development and evaluation of organic polymer
films for use in optoelectronics. The issues and challenges that will be addressed include: (1)
material synthesis, purification, and the tailoring of the material properties; (2) deposition of
uniform thin films by a variety of methods; (3) characterization of material physical properties
(thermal, electrical, optical, and electro-optical); and (4) device fabrication and testing. Photonic
materials, devices, and systems have been identified as critical technology areas by the Department
of Commerce and the Department of Defense. This approach offers strong integration of basic
material issues through engineering applications by the development of materials that can be
exploited as the active unit in a variety of polymeric thin film devices.

Improved materials have been developed with unprecedented purity and stability. We can
tailor and control the absorptive properties to provide significant improvement in propagation
losses and nonlinear performance. Furthermore, the materials have been incorporated into
polymers that are highly compatible with fabrication and patterning processes for integrated optical
devices and circuits. By simultaneously addressing the issues of materials development and
characterization, keeping device design and fabrication in mind, we have overcome many obstacles
to implementation of these polymeric materials and devices into systems. We intend to
considerably improve the upper use temperature, poling stability, and compatibility with silicon-
based devices. The principal device application that has been targeted is a linear electro-optic
modulation etalon.

Organic polymers need to be properly designed and coupled with existing integrated circuit
technology to create new photonic devices for optical communication, image processing, other
laser applications such as harmonic generation, and eventually optical computing. The progression
from microscopic sample to a suitable film-forming material in a working device is a complex,
multifaceted endeavor. It requires close attention to maintaining the optical properties of the electro-
optic active portion of the polymer while manipulating the polymer structure to obtain the desired
secondary polymer properties.

This work represents a focused approach integrating: (1) material synthesis, purification, and
tailoring of the optical properties of the active unit; (2) formation of polymers with secondary
properties suitable for use in device processing; (3) characterization of material physical properties
(film formation, thermal, electrical, optical, and electro-optical); and (4) device fabrication and
testing in collaboration with the Electrical Engineering Department.

Complex film structures, such a waveguides (Mach-Zender interferometers) and
interferometric cavities (etalons) could be used to provide switches and free-space optical
interconnects among processors in advanced general purpose multiprocessor supercomputers.
Fabricated on the surface of integrated circuits, such structures may find applications in areas such
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as optical communications and the optical interconnection of multiprocessor systems.!+2 The ability
to create thin-film optical modulators would allow for the conversion of electrically stored
information to optical information which could be broadcast to receiving arrays. It is for this reason
that a thin film interferometric etalon device has been chosen to first test the material properties.

The objective of this research is to synthesize materials that will allow us to build stable, thin-
film based NLO devices. The first device we have chosen to fabricate is a tunable etalon. This will
allow us to determine the electro-optic coefficients and processing characteristics of a polymer and
crystalline materials of similar structure. This allows for the direct comparison of polymeric-based
devices with existing organic NLO materials and their inorganic counterparts.
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FEASIBILITY STUDY: MONODISPERSE POLYMER PARTICLES CONTAINING
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Extended Abstract
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OBJECTIVE

The objective of this work was to determine the feasibility of the preparation of monodisperse
spherical poly(methyl methacrylate) and polystyrene particles that contain laser-excitable dyes in
the size range 0.1 jtm to 1 cm. Poly(methyl methacrylate) and polystyrene were chosen because of
their excellent optical properties. The sphericity was required for uniformity of spectral output of
re-irradiated light from the dye-containing particles. The monodispersity was required to give each
particle the same optical properties when exposed to laser light.

INTRODUCTION
Preparation of Monodisperse Spherical Particles

Both poly(methyl methacrylate) and polystyrene are hard, brittle, rigid polymers with good
optical clarity and Ty values of 100 °C. Earlier, we have prepared monodisperse particles of
polystyrene or styrene derivatives of 0.1 um to 1 cm size using the following types of
polymerization:

1. Submicroscopic polystyrene particles of 0.1 to 2 um size by successive seeded
polymerization using conventional emulsifiers (e.g., aerosol MA).

2. Microscopic polystyrene particles of 2 to 200 um size by successive seeded
polymerization using the three-component emulsifier system developed for use in the MLR flight
experiments.

3. Microscopic polystyrene particles of 1 to 10 um size by a single-step dispersion
polymerization and larger sizes up to 20 um by successive seeded polymerization using these
latexes as a seed.

4. Macroscopic polystyrene and poly(tert-butylstyrene) particles of size upto 1 cm by
seeded suspension polymerization.

We have also prepared monodisperse poly(methyl methacrylate) particles using the following
types of polymerization:

1. Submicroscopic particles of 0.1 to 2 m size by successive seeded polymerization using
conventional emulsifiers.

2. Microscopic particles of 2 to 10 pm size by successive seeded polymerization using the
three-component emulsifier system developed for use in the MLR flight experiments.

3. Microscopic particles of 2 to 10 pm size by dispersion polymerization.
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Conventional suspension polymerization of methyl methacrylate gives particles of 0.1 to 1
mm size. Larger sizes can be made by seeded suspension polymerization using the techniques
developed earlier for tert-butylstyrene (i.e., swelling the suspension beads with monomer,
followed by dispersion in water and polymerization).

Thus, several different techniques can be used to prepare monodisperse polystyrene and
poly(methyl methacrylate) particles of 0.1 um up to 1 cm size.

Incorporation of Dyes
Several methods have been developed to incorporate oil-soluble dyes into latex particles.

1. Physical occlusion in the particles, e.g., by swelling the particles with a solution of the
dye in a water-immiscible solvent that is a good solvent for the polymer and removing the solvent
by distillation or extraction, leaving the dye behind.

2. Copolymerization of a monomer containing the dye molecule, e.g., by covalent binding
of the dye molecule to styrene or methyl methacrylate, followed by copolymerization.

3. Post-reaction to covalently bind the dye to functional groups on the latex particle, e.g.,
covalent binding of carboxyl groups in the dye molecule with carboxyl groups on the latex particle

by water-soluble carbodiimides.

We have developed a method to incorporate dyes into latex particles by physical occlusion, as
well as a method to covalently bind carboxyl-containing dyes to latex particles containing carboxyl
groups by water-soluble carbodiimide and amine-containing dyes to latex particles containing
aromatic amine groups by diazotization.

The following toluene-soluble laser-excitable dyes have been proposed for incorporation by
physical occlusion or post-reaction with the polystyrene and poly(methyl methacrylate) particles:

1. PPO
2. bis-MsB
3. alpha-NPO

The following laser-excitable dyes have been proposed for incorporation by copolymerization
of a monomer containing the dye molecule:

1. Coumarin 4
2. Coumarin 120

3. Coumarin 334
4. Rhodamine B

Experimental Approach
The following experimental approach was proposed for the feasibility study:
1. Selection of four different particle size ranges for this work:

a. Submicroscopic particles of 0.1 to 0.3-um size
b. Small microscopic particles of 1 to 5 um size
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c. Larger microscopic particles of 10 to 100 pum size
d. Macroscopic particles of size up to 1 cm

2. Preparation of monodisperse poly(methyl methacrylate) and polystyrene particles in each
of the four size ranges using the following apparatus:

a. C